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Segmenting Chinese Texts into Words for Semantic Network Analysis

James A. Danowski!
Kenneth Riopelle?

Unlike most languages, written Chinese has no spaces between words. Word segmentation must
be performed before semantic network analysis can be conducted. This paper describes how to
perform Chinese word segmentation using the Stanford Natural Language Processing group’s
Stanford Word Segmenter v. 3.8.0, released in June 2017.Keywords: Transnational Studies, Social
capital, Online Sharing, Sender-effect, Young adults

Problem Statement

Semantic network analysis of texts has become widely practiced since its beginnings some 40
years ago (Danowski, 1982; 1993a; 1993b; Carley, 1993). A search of Google Scholar on
November 28, 2017 using the term ”semantic network” found 88,500 hits since 2013. One reason
for this popularity is ease of processing. Most languages place a space between written words.
This enables direct computation of semantic networks, based on proximate word cooccurrences
using a window 7 words wide, centered on each word in the text, yielding words as vertices and
edges between words as links, weighted by their frequency or other variables (Danowski, 1993b,
2009).

Nevertheless, Asian languages, such as Chinese, Japanese and Myanmar, do not separate words
by spaces. This makes semantic analysis difficult because continuous strings of characters are
separated only by commas and periods. As a result, one must segment the continuous texts of these
languages into isolated words, a prerequisite for many natural language processing applications.

Accordingly, semantic network analysis of Chinese has lagged. One probable cause is that
machine segmentation of words was a much more difficult problem to solve than creating
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algorithms and tools for semantic network analysis such as WORDIj (Danowski, 1993a) and others
(see Yang, S & Gonzalez-Bailon, 2017; Lewis, Carley, & Diesner, 2016).

Earlier work combining word segmentation and semantic network analysis (Yuan, Feng, &
Danowski, 2013) used a segmenter not readily available on the web. It required use of the python
programming language, leaving out researchers not literate in it. This article seeks to widen
accessibility of Chinese word segmentation tools for communication and other social scientists. It
covers how to use the Stanford Word Segmenter, originally released in 2006, with version 3.8.0
released in June 2017, to prepare Chinese texts for semantic analysis
(https://nlp.stanford.edu/software/segmenter.shtml).

Stanford Word Segmenter

The Stanford Word Segmenter is an ongoing product of the natural language processing group at
the university. Using it, researchers can avoid reinventing tools that already exist or one-off alpha-
level programs written specifically for the paper that describes its first use (see for example, Pei,
Ge, & Chang, 2014; Wang, Utiyama, Finch, & Sumita, 2014).

The Stanford Word Segmenter is based on conditional random fields (CRF) models (Tseng, Chang,
Andrew, Jurafsky and Manning, 2005). CRFs are a member of the sequence modeling family, and
are a specific class of Hidden Markoff Modeling (HMM). A CRF is a probabilistic model,
analyzing distributions of linear character chains to predict sequences of labels for sequences of
input samples (Lafferty, McCallum, & Pereira, 2001). Peng, Feng, & McCallum (2004) first used
this framework for Chinese word segmentation, where each character is labeled either as the
beginning of a word or a continuation of one.

Features

Three categories of features used are: 1) character identity n-grams, 2) morphological features, and
3) character reduplication features. For each state, the character identity features (Ng & Low 2004,
Xue & Shen 2003, Goh et al. 2003) are represented using feature functions that mark the identity
of the character in the current, proceeding and subsequent positions.

Specifically, the Stanford Word Segmenter uses four types of unigram feature functions, labeled
CO (current character), C1 (next character), C-1 (previous character), C-2 (the character two
characters back). Furthermore, four types of bi-gram features are used: COC1, C-1C0, C-1C1,
C2C-1, and C2C0. The result is highly valid segmentation of character strings into words.

Additional Pre-Processing
Once words are identified, researchers often perform additional preprocessing. Carley, 1997a)
suggests a basic preprocessing decision is whether to either eliminate whole categories of words,
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as do Corman et al (2001) and whether to translate specific words and phrases into more basic
concepts (Carley, 1997b). Translation, for example, may include building ontological categories
by combining words or word pairs to form them. Another way is to make an include list of
words/nodes that are the only ones the researcher is interested in, and compute the semantic
network using only these terms, For example, Danowski and Cepela (2010) analyzed the White
House member networks of the Nixon through Obama administrations the by way of co-
appearances in news stories of White House cabinet members, the president, vice president, and
key staff, using an include list of names and aliases and using the WORDIj option of the “include
list”, the opposite of a stop-word list. Such moves enable the analyst to capture textual features of
interest, in this case, the measurement of networks among key members of the administration.

Other pre-processing techniques include stemming words to their roots, although we find this
reduces validity of optimal messages (Danowski, 1993b). A common pre-processing is to use a
stop word list or drop list to remove function words that have no intrinsic meaning, articles,
transition terms, indirect references or proper nouns, and text markup language. Carley (1997b)
points out that a thesaurus can be used to collapse words sharing the same general meaning into
higher-order concepts. For example, in a thesaurus the words “macaroni” and “spaghetti” might
both be matched to the higher-level concept "pasta.”

Sometimes, an opposite approach is useful, to take a core list of concepts and expand them by
adding additional words from a thesaurus. For example, we wanted to create a method for
converting open-ended text comments describing a fixed choice set of items. The NESSE program
of the U.S federal government seeks to measure student engagement using fixed-choice scales. In
a work in progress, we took all the main words from each of the questionnaire items and wrote a
term expansion program to extract synonyms and antonyms from the Wordnet thesaurus. This
expanded list was then used to encode open-ended comments about engagement aspects, to capture
relevant text from student responses. Finally, we performed regression classification analysis to
calibrate the fixed-choice method with automatic coding of the openended responses to measure
engagement. In further studies, engagement would be automatically indexed by the open-ended
responses, enabling removal of the fixed-choice questions.

Another example of inserting a mission-specific include list for semantic network analysis is to
use an include list generated from an expert crowd. In an online survey, we obtained data from
437 members of the Public Relations Society of America. One question asked them to list their
key publics. We compiled an aggregate list of publics across all respondents, then edited the list
to remove duplicates or alternative spellings. This became our master publics list that could be
used to assess any organization’s publics network. One may download corporate annual reports,
then do a semantic network analysis with the include list of publics (Danowski, 2012b). If the
same text sources are used as input, this provides a valid way to measure differences in the
networks of publics each organization includes in their reports.

These variables can be analyzed with other variables to test hypotheses.
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Post processing can improve the specificity of the semantic network analysis to match the
specificity of the question. For example, Danowski & Park (2014) took the aggregate semantic
network from documents retrieved containing the term “jihad” in the 47 Muslim-majority
countries” web documents and news posts before and after the Arab Spring events in Egypt, then
focused in on the term “jihad” and all other words up to three link-steps away, and computed
metrics on the semantic network structure to show that Arab Spring was immediately followed by
increased centrality of radical jihadist ideological word pairs as Iran, already highly central in the
inter-Muslim country network, become even more central (Danowski and Park, 2013).

Other post-processing techniques include aligning the semantic network data with other data. One
example linked change over time in the semantic networks of news posts in relation to ego-centric
network structures based on national mobile metadata (Danowski, 2017). Another is finding the
strong correlations between sentiment word pairs and a dependent variable such as ego-centric
network density, then inputting only these word pairs into further semantic network procedures to
find optimal messages from weighted shortest paths between seed and target words using
WORD:Ij’s OptiComm program (Danowski, 2017b).

Other post-processing moves are to analyze relationships between semantic network variables and
characteristics of the social units that produced the content. For example, one can test hypotheses
that include semantic network variables. Zywica and Danowski (2008) investigated differences
in Facebook users’ semantic networks for the term “popularity” in relation to psychological
variables.

With time-series semantic network data, one can flip from the network of words to the network of
time points, allowing the investigator to find the most central time periods and examine the word
pairs it contains that are significantly more frequent that at other time periods. This turning of time
outside-in reveals pivotal time points in a series and why they are such by the content they contain
(Danowski, 2012a).

Data

Nexis provided the source “Xinhua_News_in_Chinese_for_Overseas_Service_2017.” The search
term was the Chinese characters for North Korean President Kim Jong-un (KJU): <€ 1EZ. All
available dates were selected. Documents returned numbered 114 after duplicate removal. The
documents were downloaded as text files which we converted to UTF-8 format using Notepad in
Windows. Next, we ran our DeDup program that removes duplicates that may not have been
caught by Nexis, and more importantly, that strips the document of meta-data tag constants such
as DATE, HEADLINE, BODY, etc. that if left in would damage the internal validity of the
probabilistic semantic network analysis.
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The next step is segmentation of the file. The Stanford Segmenter 3.8.0 software was run
on this file. Figure 2 shows a news document in unsegmented and segmented form. One can
observe the spaces that now separate words in the right-side column.

Figure 2. Unsegmented and Segmented News Document
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Semantic Network Analysis

Now the segmented file is ready for semantic network analysis using a tool such as
WORDIj. Here is a short WORDIj description to give readers, who are unfamiliar with
it, an idea of its modules and capabilities: WORDiIj is a text analysis program that
treats words as nodes and word pairs as links for network analysis and other statistical
analysis. The software, available at:

(https://wordij.net) runs on Windows PC, Mac and Linux systems and is free for

academic use.

WORDIj has seven modules:

1.

2.

Wordlink: this base module counts words and proximate word pairs and
the results are used by other modules.

QAPNEet: calculates an overall measure of the similarity of two whole
networks using a correlation coefficient from +1 to -1.

Z-Utilities: compares two text files and finds significant differences in
frequencies for either the words or the word pairs. A Z-score and a Chi-
Square are computed for the word and word pair comparisons.

VISij: graphs visualization of networks of words and links. If multiple
files are included an animation will play a network sequence change
from one file to another.

OptiComm: produces messages that could be used to either promote
change to move two words closer, move them further apart, or to
reinforce aspects of the semantic networks.

Utilities: extracts Proper nouns, and TimeSegs, a program to create
time-series files of documents from Lexis/Nexis or NewsBank into
sequential files by user selection of intervals of daily, weekly, monthly
or yearly.

Conversions: converts WORDiIj files for use with MultiNet/Negopy
UCINET, NetDraw, Pajek, and NodeXL. And, it includes a
Node(cen)Tric utility to extract all links of a focal node up to 5 steps
away and outputs .net file according to a Pajek convention.

Tutorials

Included here are two detailed step-by-step tutorials, one for MACs

and one for Windows PCs. First, we present the steps in text form, followed
by the insertion of screenshots into the steps.

Installing the Stanford Segmenter and Segmenting
Chinese on a PC with Windows 10 Update 1079 Without
Screenshots As of October 31, 2017.



1. Check that you have the latest Java version installed.
2. In the Windows search box, type: Configure Java And, press Enter. The
Java Control Panel will open.

Note: As of October 31, 2017, the Java version was 9.01 (build 9.0.1

+11)
3. Click on the Update tab.
4. Click Check Now.

5. If Java needs updating, it will download the latest version. Follow the
prompts to install the update.

6. IfJavais up-to-date, then a message will appear stating you have the latest
Java.

7. If your Java is up-to-date, Skip to step 18 to download and install the
Stanford Segmenter for Chinese and Arabic.

8. If Java Control panel does not open, then you need to install the Java
Development Kit
(JDK), which includes the Java Runtime Environment (JRE)

Note: To run WORD:Ij 64 bit on a PC you need the JDK. Continue to Step
9.

9. Click on the link below to install the Java SE Java Development Kit (JDK),
which includes the Java Runtime Environment (JRE)

http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-
138363.html#javasejdk

10. Click on the Download JDK button. This link will take you to the

download page:
http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-
138363.html#javasejdk

11. Click “Accept License Agreement” and,

12. Download the Windows jdk-9.0.1_windows-x64_bin.exe file.

13. Go to your Downloads folder and click on the file”: jdk-9.0.1_windows-
X64_bin.exe. The Java setup begins. Click Next.

14. A Status bar will display the installation progress

15. Click Next.

16. Another Status bar will be displayed.

17. Click Close, after the successful installation.

18. Download the Stanford Segmenter for Chinese and Arabic.
https://nlp.stanford.edu/software/segmenter.html
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https://nlp.stanford.edu/software/segmenter.html

19.
20.
21.

22,
23.
24,
25.
26.
217.

28.

Click the download link

Select the 3.8.0 version (or whatever is the most recent version)

Unzip the file: stanford-segmenter-2017-06-09.zip (or whatever the most
recent version is)..

Select the file:

And, Under Compressed Folder Tools, Click Extract.
Click Extract ALL.

Select your destination folder, such as, Documents.
Click Extract.

Review the extracted files.

In the Windows search box, type: CMD and, press Enter.

Note: CMD stands for
“Command Prompt.” This
will start a command Prompt
window.

Important: Change the Directory to where the folder “stanford-segmenter-
2017-06-09” is located

For example:

C:\Users\riope>cd C:\Users\riope\Documents\stanford-segmenter-
2017-06-09

Note:

The generic PC segmenter command syntax is as follows:

segment.bat ctbjpku] path/to/input.file <encoding> <size> >
path/to/segmented.file

Examples:  segment.bat ctb  testsimp.utf8 UTF-8 0 >

textsegment_ctb_out.txt

Or
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segment.bat pku test.simp.utf8 UTF-8 0 > textsegment_pku_out.txt

If you place the input file in the “stanford-segmenter-2017-06-09”
folder then you do not have to specify the complete file path.

The parameters are: ctb : Chinese Treebank
pku : Beijing University path/to/: is the file
path input.file: The file you want to segment.
Each line is a sentence. encoding: UTF-8,
GB18030, etc.

(This must be a character encoding name known by Java) size: size
of the n-best list (just put '0' to print the best hypothesis without
probabilities). segmented.file: The output file segmented. If no
segmented file is given the output is displayed in the terminal screen.

Two segmentation models are provided. The "ctb" model was trained
with the Chinese treebank(CTB) segmentation, and the "pku” model was
trained with Beijing University's (PKU) segmentation. PKU models provide
smaller vocabulary sizes and OOV rates on test data than CTB models.

See README-Chinese.txt more details.

The following are three examples.

29. Example 1:
The below PC command will display the results in the terminal window.

segment.bat ctb test.simp.utf8 UTF-8 0
30. Example 2:

The below command will save the results to the file:
textsegment_ctb.txt

segment.bat ctb test.simp.utf8 UTF-8 0 > textsegment_ctb.txt
31. Example 3:

The example below uses the full path for each file:
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C:\Users\riope\Documents\stanford-segmenter-2017-06-09/segment.bat  ctb
test.simp.utf8 UTF-8 0 > C:\Users\riope\Documents\stanford-segmenter-
2017-06-09/textsegment_ctb.txt

32. Download and unzip the Chinese Stop Words file at:
https://qist.github.com/dreampuf/5548203

Unzip the file and add the file extension “.txt”

This will change the file type from Terminal to Text.

Use this file as the Droplist with WORDIj’s WordLink module.

Note: Do NOT check the "Chinese Filter" option. That should be
used only if you wish to input a raw Chinese text file, unsegmented, and want
to produce all the adjacent pairs of characters.

33. Download WORD:j at: https://wordij.net

34. Complete the WORDIj download form and click Submit at the bottom of
the form.

35. Choose the Windows 64-bit option. You should see the WORDIj.zip file
as a folder in your Downloads folder. We suggest you move the WORDiIj
folder to your Documents folder as a more permanent file location. Note:
a MAC will automatically unzip the folder, which is not the case on a
Windows PC.

36. Open the WORD:Ij folder. Locate the WORDIj.jar and right click on it, or
Control Click.

37. Click Open.

38. WORD:Ij will start and the main menu screen will appear.

39. For technical support, or any other reason, please contact: Email :
jdanowski@gmail.com
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Installing the Stanford Segmenter and Segmenting Chinese on a PC with Windows 10
Update 1079 As of October 31, 2017 with Screenshots.

1. Check that you have the latest Java version installed.
In the Windows search box, type: Configure Java And, press Enter.

3. The Java Control Panel will open.

Note: As of October 31, 2017, the Java version was 9.01 (build 9.0.1
+11).

|4: lava Contral Panel

General i Update Deskiop Settings ‘Web Settings Security Advanced

Version 9.0.1 (build 2.0.1+11) amdé4
Copyright () 2017,

acle and/for its affiliates. All rights reserved.

Current IRF meets the Security Bazeling and Fxpiration Date (explanation)

Security Bassline: 9.0.1

For mere information about Java technology and to explore great Java applications, visit https://java.com

4. Click on the Update tab.

|&: Java Control Panel

General Update { Desktop Settings Web Settings Security Advanced
The Java Update mechanism ensures you have the most updated version of the Java platform.
> M The options below let you control how updates are obtained and applied.
o
Notify me before an update is: | Downloaded e

v/ | Automatically check for updates (Recommended)

A Java icon will appear in the system taskbar if an update is recommended.

Check for updates:  Weekly on Friday at 2:00 AM

Java Update was last run at 3:14 PM on 10/30/2017.

Check Now

5. Click Check Now.

6. If Java needs updating, it will download the latest version. Follow the prompts to
install the update.

7. If Java is up-to-date, then a message will appear stating you have the latest Java.
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10.

11.

Java Update X

o You already have the latest Java Platform on this system.

If your Java is up-to-date, Skip to step 21 to download and install the Stanford
Segmenter for Chinese and Arabic.

If Java Control panel does not open, then you need to install the Java
Development Kit
(JDK), which includes the Java Runtime Environment (JRE)
Note: To run WORD:Ij 64 bit on a PC you need the JDK. Continue to Step
10.

Click on the link below to install the Java SE Java Development Kit (JDK),

which includes the Java Runtime Environment (JRE)
http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-
138363.html#javasejdk

Click on the Download JDK button.

ORACLE

Ovache Tuchrology Nabwork, | Arces [ Java Platform, Standard Ediion

Java SE Downloads

=’Java - NetBeans
[ oomiois s [ Siowioies ]

Java Platiorm (JOK) § NetBeans win JOK §

Java Platform, Standard Edition

This link will take you to the download page:

http://www.oracle.com/technetwork/java/javase/downloads/index-
isp138363.htmi#javasejdk
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http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-138363.html#javasejdk
http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-138363.html#javasejdk

Java SE
JvaEE
Java ME

ORACLE

Oracle Technology Network / Java / Java SE / Downloads

a8 SE Avanced & Suile

Java Embedded

1na08
Vies Tier

1ava Card
et

Tiew 1o Java
Communiy
188 Magazine

— Menu Q L signinv

Overview | Downloads ' Documentation  Community | Technologies | Training

Java SE Development Kit 9 Downloads

‘Thank you for downioading ihis release of the Java™ Pigtform, Standard Editon Deveiopment Kt
(JDK™). The JDK is a development environment fo bulding applications, and components using the
Java programming language.

& Country ~

) can

Java SDKs and Tools
& Java SE
# Java EE and Glassfish
§ Java ME

& Java Card
E

‘The JDK includes fools useful for developing and testing programs writlen in the Ji i
Ianguage and running on te Java platiomm.

Seeaiso:
= Java Developer Newsletter: From your Oracle account, select Subscriptions, expand
Technology, and subscribe to Java
o Java Diveloper Day NanGs-on worKsNORS (Wee) and otner ewents
u Java

JDK 9.0.1 checksum

Java SE Development Kit 9.0.1

You must scoeptthe Oracke Binary Code License Agreement fo Java SE to downlosd this
software.

Accept License Aqreement ® Decline License Agresment

Product | File Description Filé Siza Download
Linux 3D4B9MB 0 Bruix-x64_bin (pm
Linux 33811 ME
macas 38211 M8
Windaws 37551 MB

Solaris SPARC 206,85 MB

& Jaya Mission Control
Java Resources.
dava APls
fechnical Articies
emos and Videos

—
TR

orums

12. Click “Accept License Agreement” and,

13. Download the Windows jdk-9.0.1 windows-x64_bin.exe file.

14. Goto your Downloads folder and click on the file”:

jdk-9.0.1_windows-x64 bin.exe

15. The Java setup begins. Click Next.

ﬂ Java(TM) SE Development Kit 9.0.1 (64-bit) - Setup

9.0.1.

JDK.

‘Welcome to the Installation Wizard for Java SE Development Kit 8.0.1

This wizard will guide you through the installation process for the Java SE Development Kit

The Java Mission Control profiling and diagnostics tools suite is naw available as part of the

Next > | ‘ Cancel
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16. Click Next

ﬂ Java(TM) SE Development Kit 90,1 (64-bit) - Custom Setup *

=N
=a=| Souree Code
£3~| Public IRE

Install to:
C:\Program Files\avalpdk-9.0.1%

< Back

Select optional features to mstall from the list betow, You can change your choice of features after
Instaliation by using the Add/Remove Programs wtility in the Control Panel

Feature Destription

Java(T™) 5k Development kit
8,0.1 (E4-bit), incuding the JavaFx
SO, & private JRE, and the Java
Mission Control tooks suite. This
will require 180ME on your hard
drive.

17. A Status bar will display the installation progress

@ Java(Th4) SE Development Kit 3.0.1 (54-bit) - Progress

Status:

18. Click Next.

Java Setup - Custom Setup

Custom Setup

Click "Change” 1o install Java to a different folder.

Install to:
C:AProgram Fikes\Javajre-8.0.1

] Enable Java Content in the Browser

[ otenee.. ]
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19. Another Status bar will be displayed.

g . ‘_‘. [ { ) g -

Status: Installing Java

o - ~
3 Billion
Devices Run Java

= ]ava #1 Development Platform

20. Click Close, after the successful installation.

ﬁ Java(TM) SE Development Kit 9.0.1 (64-bit) - Complete X

Java(TM) SE Development Kit 9.0.1 (64-bit) Successfully Installed

Click Next Steps to access tutorials, API documentation, developer guides, release notes and
more to help you get started with the JDK.

Next Steps

21. Download the Stanford Segmenter for Chinese and Arabic.
https://nlp.stanford.edu/software/segmenter.html

22. Click the download link

e
The Stanford Natural Language Processing Group people  publications re:

Software > Stanford Word Segmenter

Stanford Word Segmenter

Download | Questions | Mailing Lists | Extensions | Release history | FAQ
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23. Select the 3.8.0 version or whatever is the most recent version)
Release History

Version Date Description

3.8.0 2017-06-09 Update for compatibility

24. Unzip the file: stanford-segmenter-2017-06-09.zip (or whatever the most recent
version is).. Select the file:

stanford-segmenter-2017-06-09.zip

25. And, Under Compressed Folder Tools, Click Extract.

3 Downloads Compressed Folder Tools
Home Share View Extract
v E
e v 4 & » ThisPC » Downloads
)
w MR 5‘ stanford-segmenter-2017-06-09.zip
— NMacktar o

26. Click Extract ALL.

27. Select your destination folder, such as, Documents.
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28. Click Extract.

Extract Compressed (Zipped) Folders

Select a Destination and Extract Files

29. Here is a screenshot of the extracted files.

This PC Documents * stanforg-segmenter-2017-06-09

H O Type here

Note: CMD stands for “Command Prompt.”
This will start a command Prompt window.

31. Important:
Change the Directory to where the folder “stanford-segmenter-2017-
06-09” is located
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For example:
C:\Users\riope>cd C:\Users\riope\Documents\stanford-segmenter-
2017-06-09

C:\Users\riope>cd C:\Users\riope\Documents\stanford-segmenter-2017-06-09

C:\Users\riope\Documents\stanford-segmenter-2017-06-09>

Note:
The generic PC segmenter command syntax is as follows:

segment.bat ctb|pku] path/to/input.file <encoding> <size> >
path/to/segmented.file

Examples: segment.bat ctb test.simp.utf8 UTF-8 0 >
textsegment_ctb_out.txt

Or
segment.bat pku test.simp.utf8 UTF-8 0 > textsegment_pku_out.txt
If you place the input file in the “stanford-segmenter-2017-06-09”
folder then you do not have to specify the complete file path.

The parameters are: ctb : Chinese Treebank

pku : Beijing University path/to/: is the file

path input.file: The file you want to

segment. Each line is a sentence.

encoding: UTF-8, GB18030, etc.

(This must be a character encoding name known by Java) size: size
of the n-best list (just put '0" to print the best hypothesis without
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probabilities). segmented.file: The output file segmented. If no
segmented file is given the output is  displayed in the terminal
screen.

Two segmentation models are provided. The "ctb” model was trained
with the Chinese treebank(CTB) segmentation, and the "pku" model was
trained with Beijing University's (PKU) segmentation. PKU models provide
smaller vocabulary sizes and OOV rates on test data than CTB models.

See README-Chinese.txt more details.
The following are three examples.

32. Example 1:
The below PC command will display the results in the terminal window.

segment.bat ctb test.simp.utf8 UTF-8 0

EM Select Command Prompt = O X

on Tue Oc : 2017 with arguments: -
.simp.utf8 -inputkn UTF-8
ents\stanf gmenter-2017-06-09

data/dict/in.ctb [done].
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33. Example 2:
The below command will save the results to the file: textsegment_ctb.txt

Command Prompt — O X

in.ctb [done].

34. Example 3:

The example below uses the full path for each file:
C:\Users\riope\Documents\stanford-segmenter-2017-06-09/segment.bat cth
test.simp.utf8 UTF-8 0 > C:\Users\riope\Documents\stanford-segmenter-
2017-06-09/textsegment_cth.txt

B Command From)

123 | Journal of Contemporary Eastern Asia, Vol. 16, No.2



35. Download and unzip the Chinese Stop Words file at:
https://qist.github.com/dreampuf/5548203

GitHI.IbG ist All gists GitHub Sign up for a GitHub account m
Instantly share code, notes, and snippets. Create a gist now
*ﬂ dreampuf / Chinese Stop Words %Star 6  YFork &
Created 4 years ago
¢ Code Revisions 1 Stars 6 Forks & Embed~ <script src="https://gi: B 4 Download ZIP

Chinese Stop Words

Chinese Stop Words Raw

’
?

Unzip the file and add the file extension “.txt”
This will change the file type from Terminal to Text.

Vv | | 5548203-6d2c17c1ca2347b7eb7c392e3937736b256d04be

B Chinese Stop Words

Chinese Stop Words.txt

Use this file as the Droplist with WORDiIj’s WordLink module.

Note: Do NOT check the "Chinese Filter" option. That should be used
only if you wish to input a raw Chinese text file, unsegmented, and want to
produce all the adjacent pairs of characters.
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36. Download WORDIj at: http://wordij.net

WORDIj
Semantic Network Tools

HOME ABOUT DOWNLOAD VIDEOS PUBLICATIONS FAQ CONTACTUS

37. Complete the WORDIj download form and click Submit at the
bottom of the form.
WORDIj Download Registration

Page One

WORDI| is available free for non-commercial research. Register by completing il of the questions below to obtain the download. On the other hand, if you would like to use WORD for purposes, email

1. First Name *
2. Last Name *
3. Organization *

4. Tite *

6. City *
7. Stata (1f USA)
— Please Select

8. Postal Code *

9. Country *
~ Please Select -

10. Phone *

11. Email *
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38. Choose the Windows 64-bit option
WORDij

Semantic Network Tools

HOME ABOUT VIDEOS PUBLICATIONS FAQ CONTACTUS

WORDIj Download
For Mac, Linux, & Windows 32-bit, click: V
For Windows 64-bit, click: ij fo 1 File Install 64-bit Java.

If clicking the link above did not work, then right click on the link and "Save as"

If you have any trouble,
Cite this program as follows:

Danowski, J. A. (2013). WORDIj version 3.0: Semantic network analysis software. Chicago: University of lllinois at Chicago.

©Copyright 1993-2013 James A. Danowski

39. You should see the WORD:Ij.zip file as a folder in your
Downloads folder.

We suggest you move the WORD:Ij folder to your Documents folder as a
more permanent file location. Note: a MAC will automatically unzip the
folder, which is not the case on a Windows PC.

40. Open the WORD:Ij folder. Locate the WORDIj.jar and right
click on it, or Control Click.
v WORDij
B Documentation
> lib
libiconv2.dll
> libs
README.txt

WORDij.jar
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41, Click Open.

“New App" is from an unidentified
4 ° .. developer, Are you sure you want to open
1 it?

Opening “New App” will always allow it to run on this
Mac.

? Open | [ _Cancel
42. WORD:Ij will start and the main menu screen will appear.
(@ ® WORDIj Software
\Welslllglled OptiComm  VISij  QAPNet  Z Utilities  Conversions  Utilities
. Source File:
Source Text File text file in UTF-8 format.
Browse...
Drop List File:
file with a list of words
that will be dropped.
Drop List File Drop words [ pairs
appearing less often
Browse... than:
words / pairs appearing
less often will be not
included in the output
Output in Pajek format files.
Drop words appearing less often than 3|c Window size for
extracting word pairs:
: ; ~ two words equal to or
Drop pairs appearing less often than £ less than window size
preceding and after each
word in the text.
Use constant linkage strength method
Window size for extracting word pairs 3/
Advanced Options Quit Analyze Now

127 | Journal of Contemporary Eastern Asia, Vol. 16, No.2



Installing the Stanford Segmenter
and Segmenting Chinese on a
Mac with macOS Sierra Version
10.12.6, Text Only Instructions,
No screenshots

1. Begin by checking that you have the latest Java version installed.

2. Click the Black Apple in the upper left corner.

3. Select System Preferences and look for the Java Icon

4. If you do not see the Java icon, then you need to install Java

5. Note: if you see the Java icon, click on it and check for updates.

6. Otherwise, go to the next step and download the Java JDK for macOS.
7. Note: As of November 9, 2017, the current Java is 9 (build 9.0.1 +11)
8. Download the Java Development Kit or JDK at this link:

9. http://www.oracle.com/technetwork/java/javase/downloads/index-jsp-
138363.html#javasejdk (Note: The Java Development Kit or JDK also
includes the Java Runtime Environment or (JRE). To run WORDIj on a
Mac you need the JDK.

10. Click the JDK Download option.

Click the “Accept License Agreement” and then

11. Download the maxOS 371.64 MB jdk-9_o0sx-x64_bin.dmg, or latest
version. 12. Goto your Downloads folder and click on the file: jdk-9_osx-
X64_bin.dmg

13. Awindow opens and double click on the JDK 9. package icon.

14. Click Continue

15. Click Install

16. Enter your computer’s password or use your Touch ID

17. Click Close.

18. Keep or move the install file to trash

19. Download the Stanford Segmenter for Chinese and Arabic at this link
below.

https://nlp.stanford.edu/software/segmenter.htmi

20. Click the download link

21. Select the 3.8.0 version or whatever is the most recent version)

22. Unzip the file: stanford-segmenter-2017-06-09.zip (or whatever the
most recent version is). 23. Start a Terminal Session 24. Important:

25. Change the Directory to where the folder “stanford-segmenter-2017-
06-09” is located

26. For example:
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27. cd /Users/kenriopelle/Downloads/stanford-segmenter-2017-06-09 28.
The generic segmenter command syntax is as follows:
segment.sh [-K] [ctb|pku] path/to/input.file <encoding> <size> >
path/to/segmented.file

Example:  ./segmentsh ctb  ./testsimp.utf8 UTF-8 0
> [textsegmentCTBout.txt The period forward slash “./”
before the “segment.sh” means to use the current directory
You can use the “./” before the input.file and the output segmented.file.

The parameters are:
-k: keep all

white spaces in

the input ctb:

Chinese

Treebank pku:

Beijing Univ.

path/to/: is the file path input.file: The file

you want to segment. Each line is a

sentence.

encoding: UTF-8, GB18030, etc.

(This must be a character encoding name known by Java) size:
size of the n-best list (just put ‘0’ to print the best hypothesis
without probabilities).

segmented.file: The output file segmented. If no segmented file is given the

output is displayed in the terminal screen.
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Two segmentation models are provided. The "ctb" model was
trained with Chinese treebank (CTB) segmentation, and the
"pku" model was trained with Beijing University's (PKU)
segmentation. PKU models provide smaller vocabulary sizes
and OOV rates on test data than CTB models. See

README-Chinese.txt
for more details.
The following are three examples.

29. Example 1:
30. The below command will display the results in the terminal
window. ./segment.sh ctb ./test.simp.utf8 UTF-8 0

31. Example 2:
The below command will save the results to the file: textsegmentCTBout2.txt

Jsegment.sh ctb ./test.simp.utf8 UTF-8 0 > ./textsegmentCTBout2.txt

32. Example 3:
The example below uses the full path for each file:
/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-09/segment.sh ctb

/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-09/test.simp.utf8
UTF-80>

/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-
09/textsegmentCTBout.txt

33. Download and unzip the Chinese Stop Words file at:
https://qgist.github.com/dreampuf/5548203
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Unzip the file and add the file extension *.txt”
This will change the file type from Terminal to Text.

Use this file as the Droplist with WORD:Ij’s WordLink module.
Note: Do NOT check the "Chinese Filter" option. That should be used only
if you wish to input  a raw Chinese text file, unsegmented, and want to

produce all the adjacent pairs of characters.

34. Download WORDIj at: https://wordij.net

35. Complete the WORD:Ij download form and click Submit at the bottom
of the form.

36. Choose to download the Mac option

Installing the Stanford Segmenter and Segmenting
Chinese on a Mac with macOS Sierra Version
10.12.6 with screenhsots

1. Check that you have the latest Java version installed.
2. Click the Black Apple in the upper left corner.
3. Select System Preferences...

u Word File Edit View
About This Mac

System Preferences...

4. If you do not see the Java icon, then you need to install Java
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a. Note: if you see the Java icon, click on it and check
for updates.

b. Otherwise, goto the next step and download the
Java JDK for macOS.
C. Note: As of September 25t 2017, the current Java is

9 (build 9-181)

LN |£| Java Control Panel

Update Desktop Settings =~ Web Settings | Security = Advanced

Version 9 (build 9+181) x86_64
Copyright (c) 2017, Oracle and/or its affiliates. All rights reserved.

Current JRE meets the Security Baseline and Expiration Date (explanation)
Security Baseline: 9

Expiration Date: Feb 2, 2018

For more information about Java technology and to explore great Java applications, visit https://fjava.com

5. http://www.oracle.com/technetwork/java/javase/downloads/index-
isp138363.html#javasejdk

(This link is for the Java Development Kit or JDK which

includes the JRE) Note: To run WORDIj on a Mac you
need the JDK.

6. Click the JDK Download option.
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ORACLE

=— Menu Q & sinin~

Oracle Technology Network | Java | Java SE | Downloads

Java SE Overview | Downloads | Documentation || Community | Technologies || Training
Java EE
Java ME Java SE Downloads

Java SE Advanced & Suile
Java Embedded

Java DB

2 Javar ¢ NetBeans

Veb Tiar
Java Card
e
New to Java Java Filatiorm (J0K) 9 NetBeans with JOK 8
Communit

2 Java Platform, Standard Edition

Java Magazine
Java SE9
Java SE 9 s the latest update to the Java Platform. This release includes much awaited new
features like the modularization of the Java Platfom, better performanoe, support for new
slandards, and many other improvements
Leam more +

+ Inslallation Instructions JDK

DOWNLOAD &
- Reloaso Notas

+ Oracle License

Server JRE

- Java SE Licensing Information User Manual

- Third Party Licenses
JRE

+ Cerlified System Configurations rwaeT |
DOWNLOAD &

+ Readme

7. Click the “Accept License Agreement” and then
8. Download the maxOS 371.64 MB jdk-9_osx-x64_bin.dmg

Cirran CUVEU I i o i A e ge
macOS 371.64 MB #jdk-9 osx-x64 bin.dmg

Overview Downloads Documentation Community Technologies Training

Java SE Development Kit 9 Downloads

Thank you for downloading this release of the Java™ Platform, Standard Edition Development Kit
(JDK™). The JOK is a development environment for building applications, and components using the
Java programming language.

The JDK includes tools useful for developing and testing programs written in the Java pregramming

language and running on the Java platform.

See also:

Java Developer Newsletter: From your Oracle account, select Subscriptions, expand
Technology, and subscribe to Java.

Java Developer Day hands-on workshops (free) and other events

Java Magazine

JDK 9 checksum

Java SE Development Kit 9

You must accept the Oracle Binary Code License Agreement for Java SE to download this
softwal

Accept License Agreement ) Decline License Agreement

Product / File Description File Size Download
Linux 298.02 MB  #jdk-9_linux-x64_bin.rpm
Linux 330.23 MB  #jdk-9_linux-xB4_bin.tar.gz
mac0S 371.64 MB  #jdk-9_osx-x64_bin.dmg
Windows 358.69 MB  #jdk-9_windows-x64_bin.exe
Solaris SPARC 207.05 MB  #{dk-9_solaris-sparcv9_bin.tar.gz

9. Goto your Downloads folder and click on the file
& jdk-9_osx-x64_bin.dmg
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10.

11.

12.

13.

14.

A window opens and double click on the JDK 9. package icon.

L JDK9

Java Development Kit

Double-click on icon to install

JDK 9.pkg
=l JDK 9
Click Continue
. ‘& Install JOK & &
Welcome to the JOK 8 Installer
“The Java De Kitisa

for building applications, applets, and components
using the Java programming language

The Java Mission Cantrol profiling and diagnaestic taals

Cantinue

Click Install

‘@ Install JDK & -

Standard Install on “Macintosh HD"

This will lake 7236 MB of space an your computer

« Introduction

= Destination Select

» Installation Type

Go Back Install

Enter your computer’s password or use your Touch ID

Installer is trying to install new software.

el
% Tousch 1D o eeitar yousr plaawond to slkow this.

Use Password... Cancel

Click Close.
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B)

0] " Install DK 8

The instaliation was completed successfully.

Introduction

Destination Select Install Succeeded

Next Steps?
Access tutarials, APl documentation, developer guides,
release notes and more to help you get started with the JOK.

15. Keep or move install file to trash

Do you want to move the "JDK 9” Installer to

i A the Trash?
To keep this package and disk image in its current

location, click Keep.

[ o 0 Trosh

16. Download the Stanford Segmenter for Chinese and Arabic.
https://nlp.stanford.edu/software/segmenter.html

17. Click the download link

FeR
(QJ The Stanford Natural Language Processing Group people  publications  re:

Software > Stanford Word Segmenter

Stanford Word Segmenter

Download | Questions | Mailing Lists | Extensions | Release history | FAQ

18. Select the 3.8.0 version or whatever is the most recent version)
Release History

Version Date Description

3.8.0 2017-06-09 Update for compatibility
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19. Unzip the file: stanford-segmenter-2017-06-09.zip (or whatever the most
recent version is).

Here is a screenshot of the unzip file listing.

Name

v stanford-segmenter-2017-06-09
> arabic
data
SegDemo.java
test.simp.utf8
~ build.xml
README-Arabic.txt
README-Chinese.txt
M segment.bat
segment.sh
= stanford-segmenter-3.8.0-javadoc.jar
= stanford-segmenter-3.8.0-sources.jar
= stanford-segmenter-3.8.0.jar

S5 talle A mmes B A i e

20. Start a Terminal Session

J @ @ 7™ kenriopelle — -bash — 80x24

Last login: Tue Sep 26 16:33:29 on ttyseoe
Kens-MBP:~ kenriopelle$ [

21. Important:
Change the Directory to where the folder “stanford-segmenter-2017-
06-09” is located

For example:
cd /Users/kenriopelle/Downloads/stanford-segmenter-2017-06-09

The generic segmenter command syntax is as follows:

segment.sh [-K] [ctb|pku] path/to/input.file <encoding> <size> >
path/to/segmented.file

Example: ./segment.sh ctb ./test.simp.utf8 UTF-8 0
> [ftextsegmentCTBout.txt
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The period forward slash “./”” before the “segment.sh” means to
use the current directory You can use the “./” before the input.file
and the output segmented.file.

The parameters are:
-k: keep all white spaces in the input
cth :
Chin
ese
Treeb
ank
pku :
Beiji
ng
Univ.
path/to/: is the file path input.file: The
file you want to segment. Each line is a
sentence. encoding: UTF-8, GB18030,
etc.
(This must be a character encoding name known by Java)
size: size of the n-best list (just put '0" to print the best
hypothesis without probabilities).

segmented.file: The output file segmented. If no segmented file

is given the output is  displayed in the terminal screen.
Two segmentation models are provided. The *ctb™ model
was trained with Chinese treebank (CTB) segmentation,
and the "pku' model was trained with Beijing
University's (PKU) segmentation. PKU models provide
smaller vocabulary sizes and OOV rates on test data than
CTB models. CTB and PKU models representing slightly
different feature sets. See README-Chinese.txt more
details.

a. The following are three examples.
22, Example 1:
The below command will display the results in the terminal window.

Jsegment.sh ctb ./test.simp.utf8 UTF-8 0
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SIS I S LEI VAN SEMEE LY LVAS VY W/ RElLAUpSALSY
Kens-MBP:stanford-segmenter-2017-86-089 kenriopelle$ ./segment.sh ctb ./test.simp.utf8 UTF-8 @
(CTB):

-n File:

./test.simp.utf8

-n Encoding:

UTF-8

Invoked on Tue Sep 26 23:47:29 CEST 2017 with arguments: -sighanCorporaDict ./data -textFile ./test.simp.utf8 —inputEncoding UTF-8 -sighanPostProcessing true -
keepAllWhitespaces false -loadClassifier ./data/ctb.gz -serDictionary ./data/dict-chrisé.ser.gz
inputEncoding=UTF-8
sighanCorporaDict=./data
loadClassifier=./data/ctb.gz
serDictionary=./data/dict-chrisé.ser.gz
sighanPostProcessing=true
textFile=./test.simp.utf8
keepAllwWhitespaces=false
Loading Chinese dictionaries from 1 file
./data/dict-chrisé.ser.gz
Done. Unique words in ChineseDictionary is: 42320@.
Loading classifier from ./data/ctb.gz ... done [6.1 secl.
Loading character dictionary file from ./data/dict/character_list [donel.
Loading affix dictionary from ./data/dict/in.ctb [done].
Ex M it , #R &€ B AR 0 #F B2 2 © @8 KR8 AX UG flE 0 —4) XA KR, =K 20 H#L EL T AKX 0 %% 0 2468 9@ , ## AF 5
BE N ER Bl , 818 — T RHF MW ER .
CRFClassifier tagged 8@ words in 1 documents at 544.22 words per second.
Kens-MBP:stanford-segmenter-2817-86-89 kenriopelle$ [

23. Example 2:
The below command will save the results to the file:
textsegmentCTBout2.txt

Jsegment.sh ctb ./test.simp.utf8 UTF-8 0 > ./textsegmentCTBout2.txt

Kens-MBP:stanford-segmenter-2017-086-89 kenriopelle$ ./segment.sh ctb ./test.simp.utf8 UTF-8 @ > ./textsegmentCTBout2.txt
(cTB):

-n File:

./test.simp.utf8

-n Encoding:

UTF-8

Invoked on Tue Sep 26 23:51:25 CEST 2817 with arguments: -sighanCorporaDict ./data —textFile ./test.simp.utf8 —inputEncoding UTF-8 -sighanPostProcessing true —
keepAllWhitespaces false -loadClassifier ./data/ctb.gz -serDictionary ./data/dict-chrisé.ser.gz
inputEncoding=UTF-8
sighanCorporaDict=./data
loadClassifier=./data/ctb.gz
serDictionary=./data/dict-chrisé.ser.gz
sighanPostProcessing=true
textFile=./test.simp.utf8
keepAllWhitespaces=false
Loading Chinese dictionaries from 1 file:
./data/dict-chrisé.ser.gz
Done. Unique words in ChineseDictionary is: 4232e8.
Loading classifier from ./data/ctb.gz ... done [5.8 secl.
Loading character dictionary file from ./data/dict/character_list [donel.
Loading affix dictionary from ./data/dict/in.ctb [done].
CRFClassifier tagged 88 words in 1 documents at 616.13 words per second.
Kens-MBP:stanford-segmenter-2817-86-89 kenriopelle$ I

24, Example 3:
The example below uses the full path for each file:

/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-09/segment.sh
ctb
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/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-
09/test.simp.utf8 UTF-8 0 >

/Users/kenriopelle/Downloads/stanford-segmenter-2017-06-
09/textsegmentCTBout.txt

25. Download and unzip the Chinese Stop Words file at:
https://gist.github.com/dreampuf/5548203

GitHl.leiSt All gists  GitHub Sign up for a GitHub account m

Instantly share code, notes, and snippets. Create a gist now

‘-"'3 dreampuf / Chinese Stop Words

Created 4 years ago

# Star | 6 YFork &

<> Code Revisions 1 Stars 6 Forks & Embed v <script src="https://gi: [E 23] Download ZIP
Chinese Stop Words

Chinese Stop Words Raw

?

26. Unzip the file and add the file extension “.txt” This will
change the file type from Terminal to Text.

Vv | 5548203-6d2c17c1ca2347b7eb7¢c392e3937736b256d04be
B Chinese Stop Words

Chinese Stop Words.txt

Use this file as the Droplist with WORDIj’s WordLink module.
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Note: Do NOT check the ""Chinese Filter' option. That should be
used only if you wish to input a raw Chinese text file, unsegmented,

and want to produce all the adjacent pairs of characters.

27. Download WORDIj at: https://wordij.net

WORDIj
Semantic Network Tools

HOME ABOUT DOWNLOAD VIDEOS PUBLICATIONS FAQ CONTACTUS

28.  Complete the WORDIj download form and click Submit at
the bottom of the form.
WORDIj Download Registration

Page One

WORDI| is available free for non-commercial research. Register by completing all of the questions below to obtain the downioad. On the otner hand, if you would like to use WORDI| for purposes, email il.com

1. First Name *
2. Last Name *
3. Organization *

4. Tite *

6. City*

7. Stata (If USA)
— Please Select ~

8. Postal Code *

9. Gountry *
- Please Select --

10. Phone *

1. Email *
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29.  Choose the Mac option

WORDij

Semantic Network Tools

HOME ABOUT VIDEOS PUBLICATIONS FAQ CONTACTUS

WORDIj Download

For Mac, Linux, & Windows 32-bit, click: \WC

For Windows 64-bit, click: W or 64-bit Windows ZIP File Install 64-bit Java,

If clicking the link above did not work, then right click on the link and "Save as"

If you have any trouble, co
Cite this program as follows:

Danowski, J. A. (2013). WORDIj version 3.0: Semantic network analysis software. Chicago: University of lllinois at Chicago.

©Copyright 1993-2013 James A. Danowski

L4 L J WORDIj Software
w OptiComm  WISij  QAPNet  Z Utilities  Conversions Utilities
g Source File:
Source Text File text file in UTF-8 format.
Browse... . .

Drop List File:
file with a list of words
that will be dropped.

Drop List File Drop words / pairs
appearing less often

Browse... than:

words / pairs appearing
less often will be not
included in the output

Output in Pajek format files.

Drop words appearing less often than 3||s Window size for
extracting word pairs:

< " | - two words equal to or

Drop pairs appearing less often than 3 less than window size
preceding and after each
word in the text.

Use constant k% linkage strength method

Window size for extracting word pairs 3=

Advanced Options Quit Analyze Now
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CONCLUSION

This paper, having shown how to segment Chinese for semantic neetwork analysis,
opens the way for more communication and other social scientists to do more
semantic network analysis on Chinese texts. The literature is likely to grow in two
directions, horizontally as crosscultural comparisons are made, as well as a vertical
widening and deepening of intracultural Chinese semantic network research.
Research questions and hypotheses can now be addressed with more qualitative,
guantitative, and mixed methods approaches including network analysis of message
content.
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